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Abstract. The research area of economic growth has passed a long history. Studies on the origin of economic growth date back to the 18th century. Contemporary scientific literature also debates different issues of economy. The presented paper reviews the genesis of the most significant groups of theories about economical growth. The ultimate aim of the presented investigation is to identify the role of economic structures in the process of sustainable development. Hence, following an overview of the main theories of economic development and highlighting a niche of changes in economic structures, the paper focuses on the approaches towards driving forces for changing economical structures. The article also raises a hypothesis about the transformation of production factors that first affect economic growth and then economic structures. It is supposed that the countries having a different level of development, may experience different effect caused by the impact of similar selected driving forces of economic growth, which, in turn, differently restructure national economies.
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Introduction. Sustainable economic growth: emphasis on driving Forces and a mode of economic growth

The scientists investigating economic growth devote close attention to production factors affecting the development of national economies (e.g. Bond et al. 2010; Sarkar 2007; Bric, Cavaignac 2007; Kosempel 2004) and focus on fluctuations in the sectors of economy (e.g. Jaimovich 2011; Halkos, Tzeremes 2008; Tanuwidjaja, Thangavelu 2007; Sonobe et al. 2004). An ongoing discussion generates how different factors affect economic growth, sustainable development and transformation of separate sectors of the taken economies (e.g. Karnitis 2011; Grybaite 2011; Stańczyk 2011; Korsakiene et al. 2011; Balkyte, Tvronavičienė 2011; Tvronavičienė, Lankauskiene 2011; Tvronavičienė 2012; Tvronavičienė, Grybaite 2012; Kazmierczyk 2012). Since the variety of approaches and theories coexist, have a look at the genesis of the main theories to identify the interrelation of economic growth (partly sustainable development), production factors and economic structures. Economic growth is unanimously measured by percentage change in GDP or GNI per capita from one year to another. Economic development acquires an additional dimension specifically necessary to sustain the standard of living through changing driving forces and a mode of economic growth. To put in other words, economies raising their GDP or GNI per capita through exploiting their national natural resources are not considered as sustainably growing. Sustainable economic growth nowadays is associated with an increase in living standards through economic progress, the development of knowledge based and innovation susceptible sectors, but not with exploiting nonrenewable natural resources, which as a rule, are controlled by the limited groups of societies. Hence, at present, economic growth is being analyzed in light of aims for sustainable development, despite the goal of economic development remains the enlargement of asset creation speed (Clark 1990) and acceleration of competitive human well-being creation (e.g. Balkyte, Tvronavičienė 2010; Lankauskiene, Tvronavičienė 2011). It can be claimed that difference between economic growth and sustainable economic development lies in an adopted approach – purely quantitative or considering qualitative changes (e.g. Pisani, Jacobus 2006; Ciegis, Ramanauskiene 2009; Ruchi 2009; Lankauskiene, Tvronavičienė 2012).

1. Genesis of theories about economic growth

The concept of sustainable economic growth emerged much later in comparison with the area of research on economic growth. One of the most prominent classics of economic growth theory was Adam Smith whose famous book *An Inquiry into the Nature and Causes of the Wealth of Nations* was issued in 1776. He argued that the enlargement of production rather than the trade sector would create greater wealth in the country. Market forces, named “an invisible hand of the market”, are better regulators than the state (Willis 2005). Smith considered work specialization as proxy for increasing productivity. Hence, according to Smith, economic development can be related to the process of specialization and diversification of the economic sector. Later, Allyn Young (1928) wrote that “industrial differentiation was and remained the type of a change characteristically associated with the growth of production” (Lankauskiene, Tvronavičienė 2012). Similarly, Landes (1969) claimed that the most evident effects brought about by the Industrial Revolution were an increase in the variety of products and occupations and gains in productivity (Jaimovich 2011). Another classic was David Ricardo. He introduced the concept of a “comparative advantage” of countries. According to his theory, countries should concentrate on producing and then selling goods to have advantage in producing their assets such as land, mineral resources, labour, technical or scientific expertise. Ricardo suggested that in comparison with producing everything such a way was more beneficial to national economic growth (Lankauskiene, Tvronavičienė 2012). In 1936, the British economist John Maynard Keynes published the *General Theory of Employment, Interest and Money*. The argument put forward by Keynes was that the free market was not necessarily positive force as many who followed Adam Smith believed. Keynes explained that real investment was the key to growth, i.e. investment in new (rather than replacement) infrastructure projects. He asserted that such kind of investment would have a positive effect on job creation and further generation of wealth (Willis 2005; Todaro, Smith 2011; Lankauskiene, Tvronavičienė 2012).

It can be noticed that the state plays an important role in different approaches of economic growth. The state can even act as an interventionist having a profound impact on further development. The theory of Marxism provides the following stages of development: ancient feudalism, capitalism and socialism (Willis 2005). Another distribution of development theories is based on continental models (e.g. Lee 2006; Todaro, Smith 2011; Lankauskiene, Tvronavičienė 2012).

The following groups of growth and development theories could be suggested after a vast amount of a relevant analysis of scientific literature considering post-1945 development theories: linear stages-of-growth theories, the theories and patterns of structural changes, the international dependence revolution, the neo-classical free-market counter-revolution, the new growth theory, the unified growth theory (Todaro, Smith 2011; Lankauskiene, Tvronavičienė 2012). The above presented groups theories will be characterized below in the paper devoting more attention to the linear stages-of-growth and patterns of structural changes. Reasons for the mode of focus will be explained respectively.
2. Structural change in the theories of economic growth

One of the most known representatives of linear stages-of-growth theories is W. Rostow stating that a country has to accumulate the needed amount of savings in order for the country to take the stage of take-off as the path from underdevelopment (traditional society) to self-sustaining growth (Rostow 1960; Todaro, Smith 2011; Lankauskiene, Tvaronavičienė 2012). The idea of the importance of economic sectors has been incorporated into his model. Rostow provided a traditional society (the one that has not reached the stage of self-sustaining development or even take-off stage) based on agriculture (Todaro, Smith 2011; Lankauskiene, Tvaronavičienė 2012). The take-off stage included the features of technical innovation, changes in international economic development, investments and savings accumulation, a substantial manufacturing sector and appropriate institutional arrangements, e.g. a banking system. The maturity phase has to contain the extended range of technology and 10–20 percent savings of national income. The stage of development – the age of mass consumption - provided widespread consumption of durable goods and services and increased spending on welfare services. It was supposed that all advanced countries had passed the stage of “take-off into self-sustaining growth”. Underdeveloped countries that were still in either the traditional society or at the “preconditions” stage had only to follow a certain set of rules of development to take off in their turn into self-sustaining economic growth (Theobald 1961; Willis 2005; Todaro, Smith 2011; Lankauskiene, Tvaronavičienė 2012). The theory of stages provided by Rostow is usually taken as “the pre-eminent theory of development through the early 1960s” (Dietz 1983; Todaro, Smith 2011; Lankauskiene, Tvaronavičienė 2012). One of the principal strategies of development necessary for any take-off was the mobilization of domestic and foreign savings in order to generate sufficient investment to accelerate economic growth (Todaro, Smith 2011; Lankauskiene, Tvaronavičienė 2012).

Economic mechanism by which more investment leads to more growth can be described in terms of the Harrod-Domar growth model, today often referred to as the AK model based on a linear production function. The main question elaborated by Harrod and Domar was about the circumstances under which economy could be capable to achieve steady growth. The authors viewed instability in economic growth as a result of failure to equate a “warranted” and “natural” rate of growth. The warranted rate of growth is dependent on the savings rate and given capital requirement per unit of output. The natural rate is the maximum long-run sustainable rate of growth (Ruttan 1988; Todaro, Smith 2011). To grow, economies must save and invest a certain proportion of their GDP. The more they can invest, the faster they can grow. However, the actual rate they can grow for any saving and investment is the amount of an additional output obtained from an additional unit of investment (Todaro, Smith 2011; Lankauskiene, Tvaronavičienė 2012).

The structural-change theory concentrates on the process through which underdeveloped economies transform their domestic economic structures from traditional subsistence agriculture to more modern, more urbanized and more industrially diverse manufacturing and service (Todaro, Smith 2011; Lankauskiene, Tvaronavičienė 2012). The major hypothesis of the structural-change theory is that development is an identifiable process of growth and changes the main features of which are similar in all countries. However, the model does recognize that differences can arise among countries in the pace and pattern of development, depending on their particular set of circumstances. The factors, influencing the development process include the endowment and size of national resources, governmental policies and objectives, the availability of external capital and technology and the international trade environment (Todaro, Smith 2011; Lankauskiene, Tvaronavičienė 2012). The idea of the importance of economic sectors, especially the development of manufacturing (in terms of employment) is closely related to the process of economic growth (Lewis 1955; Todaro, Smith 2011; Lankauskiene, Tvaronavičienė 2012). Other economies attributed to the stream structural-change theory also claimed that economies should shift their path from agriculture to manufacturing.

Like the earlier introduced Lewis model, the patterns of the development analysis of structural change focus on the sequential process through which the economic, industrial and institutional structure of underdeveloped economy is transformed over time to permit new industries to replace traditional agriculture as the engine of economic growth. However, in contrast to the Lewis model and the view on the original stages of development, increased savings and investment are perceived by the patterns of development analysts as necessary but not sufficient conditions for economic growth. In addition to the accumulation of capital, both physical and human, a set of interrelated changes in the economic structure of the country are required for the transition from a traditional economic system to a modern one (Todaro, Smith 2011). The major hypothesis of the structural change model is that development is an identifiable process of growth and changes the main features of which are similar in all countries. However, the model does recognize that differences can arise among countries in the pace and pattern of development, depending on their particular set of circumstances. The factors, influencing the development process include the endowment and size of national resources, governmental policies and objectives, the availability of external capital and technology and the international trade environment (Todaro, Smith 2011; Lankauskiene, Tvaronavičienė 2012).

As mentioned above, the other theories of growth can be grouped into the clusters of the international dependence revolution, the neo-classical free-market counter-revolution, the new growth theory and the unified growth theory. In the context of our paper, we only mention the
main representatives of those theories and then switch back towards production factors and economic structures. Robert Solow, the Nobel prize winner, is a famous theoretic of economic growth. Despite some criticism (e.g. Prescott, 1988; the Solow's model have become a classical example of economic growth. Solow focused on investigating the impact of the patterns of capital, labour and technology on economic development taking into account investment and capital depreciation processes (Solow 1988). Later, the theory of endogenous growth appeared (King, Rebelo 1993; Eltis 2000; This theory as well as the latest unified growth theory (Galor 2010) in principle did not indicate new driving forces of economic growth.

3. Sustainable economic growth through the lenses of economic structures: interrelation of production factors and economic structures

After the overview of the main theories about economic development we have came to the conclusion that despite the variety of economic growth theories, rather limited scope of factors affecting the development of economies are being distinguished. The theories differ in conceptual approaches towards the processes of economic growth and the role of certain factors. The list of factors, as mentioned above, is comparatively limited. As economic growth is hardly possible without parallel change in economic structures, we raise a hypothesis that factors affecting economic growth first influence economic structures. It is assumed that differently developed countries, experience different effect caused by the impact of the same selected driving forces of economic growth, which, in turn, differently restructure economic structures.

In order to verify the hypothesis, review the latest economic literature listed in the database of the Web of Sciences. In this case, we can find that a group of authors claims that an industrial structure evolves with economic development. They provide evidence indicating that since the reform and opening up of economy in 1978, China has undergone rapid economic growth and dramatic industrial restructuring with the proportion of primary, secondary and tertiary industry changed respectively from 28%, 48% and 24% of GDP in 1978 to 11%, 49% and 40% in 2008. Using panel data collected from 31 provinces for the past three decades, this paper has empirically examined the relationship between economic growth and the industrial structure. Based on the results from the unit root test, co-integration test and Granger causality test, the article concludes that two variables are order-1 integrated, short-run economic fluctuation causes the disproportion of the industrial structure while long-run bidirectional causal relationship exists between the disproportion of the industry structure and economic aggregate fluctuation. This paper has also investigated the determinants of Chinese industrial structure and found that influential factors include per capita GDP, domestic consumption propensity, urban–rural disparity, the scale of labour force and capital stock, property right protection and administrative effectiveness (Dong et al. 2011).

Another paper proposes an economic model for analyzing dynamic interaction among capital accumulation, the economic structure and preference in a perfectly competitive economic system. The system consists of three sectors: agriculture, industry and service. A typical consumer's utility is dependent on the consumption of agricultural and industrial goods, services, housing and wealth. The size of the territory is given and public land ownership is assumed. The model presented in this study is influenced by the structural approach provided, for example, by Leontief, Sraffa and Pasinetti. Traditional models of neoclassical growth such as the Solow-Swan one-sector model, the Uzawa two-sector model and Ricardian models of Samuelson and Pasinetti, may be considered from a structural point of view as special cases of the model discussed in this study (Zhang 1996).

With reference to co-integration tests, another paper estimates the long-run relationship between real per capita GDP, per capita stock of physical capital, measures of financial development and financial structure (Luintel et al. 2008). The results are quite revealing. First, for the majority of sample countries, financial structure appears significant to explain economic growth (Luintel et al. 2008). The relationship between financial structure and economic development can be examined on the basis of the competing theories of financial structure and include bank-based, market-based and financial services, the law and finance. They are being briefly discussed in what follows (Luintel et al. 2008). A large body of empirical literature has attempted to evaluate this debate. Early studies focus on the UK and US as market-based systems versus Japan and Germany as bank-based systems (). They rigorously compare and contrast the country-specific financial structure, that is, an assortment of financial markets, instruments and intermediaries in operation, and conclude that financial structure is important for economic growth. However, Goldsmith (1969), highlighting their shortcomings, argues that these four industrialized countries have resembling real per capita income levels and historically share similar growth rates.

Consequently, it is hard to attribute their analogous growth rates to the alternative forms of either the bank-based or market-based financial system. Similarly, assert that although UK, US, Germany and Japan did experience the periods of divergent growth rates, nonetheless, “it is very difficult to draw broad conclusions about bank-based and market-based financial systems from only four countries”. They argue that the empirical assessment of the role of financial structure should be based on a broad dataset that encompasses wide-ranging national experiences (Luintel
The bank-based theory emphasizes a positive role of banks in development and growth and stresses the shortcomings of market-based financial systems. The theory claims that banks can finance development more effectively than markets in developing economies, and, in the case of state-owned banks, market failures can be overcome and the allocation of savings can be undertaken strategically (Luintel et al. 2008). By contrast, the market-based theory highlights the advantages of well-functioning markets in promoting successful economic performance, and stresses the problems of bank-based financial systems. Big, liquid and well-functioning markets foster growth and profit incentives, enhance corporate governance and facilitate risk management, diversification and customization of risk management devices (Luintel et al. 2008). The third theory of financial-services stresses the key financial services provided by financial systems. Financial services are crucial to creating a new firm, industrial expansion and economic growth. This theory is actually consistent with both bank-based and market-based views. Although it embraces both, it minimizes their importance in that the distinction between bank-based and market-based financial systems matters less than it was previously believed (Luintel et al. 2008). The standard econometric specification of growth models in cross-country studies regresses real per capita GDP growth on a number of growth determinants. Our approach is time series. Given the non-stationarity of data, the co-integrating (long-run) relationship between output, physical capital stock, financial development and financial structure are estimated. Our basic specification is (Luintel et al. 2008):

\[
\logt(Q/L) = a0 + a1\logt(K/L) + a2\logt(FS) + a3\logt(FD) + e1, \tag{1}
\]

where, \(Q\) is output, \(L\) is labour, \(K\) is physical capital stock, \(FS\) and \(FD\) are the measures of financial structure and financial development respectively, \(e1\) is the error term. In empirical estimations, we use real per capita output (YP) and real per capita capital stock (KP), since consistent time series on labour force do not exist for most of our sample countries. A high value of FS means a system that is more of a market-based variety while a lower FS means more of the bank-based system (Luintel et al. 2008). Eq. (1) is an empirical model of our benchmark. From a theoretical perspective, this can be viewed as a generalized Cobb–Douglas production function where financial development and financial structure account for total factor productivity (Luintel et al. 2008). Our sample consists of low and middle income countries representing different stages of development and economic structures. They also share significantly different experience of growth. It is, therefore interesting to formally test if it is valid to pool the dataset of these countries. This is important not least because there is a growing concern about the panel and cross-section tests, in that they neglect cross-country heterogeneity (Luintel et al. 2008). We find evidence of significant cross-country heterogeneity in the relationship between financial development, financial structure and economic growth. The tests show that data on the countries displayed in our sample cannot be pooled (Luintel et al. 2008). We also examine how the effects of financial development and financial structure change when (i) countries become economically more developed and get richer; (ii) the financial structure of countries develops and converges to that of the US; (iii) the level of the overall financial development of countries converges to that of the US. The main policy message that emanates from our analyses is that financial structure matters for economic growth (Luintel et al. 2008).

One more paper indicates that changes in social structures occurring during the process of economic growth can be considered direct consequences of this process, while other changes are caused by factors such as technological progress affecting simultaneously social structures and growth. The author focuses on that part of the circular argument that goes from growth to social structures (Bourguignon 2005). It does not consider the effect of social changes on growth. It is attempted to isolate the pure “income effect” in the evolution of social structures and to disentangle the effect of economic growth from the effect of other factors in observed changes in social structures (Bourguignon 2005). First, the nature of statistical relationships existing between social indicators and development across countries and/or across periods is being examined, further the theoretical models of the effect of economic growth on social structures with an emphasis on several dimensions of social differentiation and on economic inequality is being scrutinized. Next, the author (Bourguignon 2005) focuses on empirical evidence for supporting this structural view of the consequences of growth for social structures. The conclusion is that emphasis has to be put on the importance of sector shifts, the role of the market in integrating economy and society and the social costs of sector adjustment (Bourguignon 2005).

The following paper examines the economic implications of demographic change in the Chinese context. The equation for growth is being extended by the authors incorporating age structure dynamics and applied to data for the period 1989–2004 at Chinese provincial-level. It was found that changes in demographic structure, especially the contribution of fertility decline to lower youth dependency, have helped in fuelling economic growth in China since 1989. The effect of demographic change on income growth operates mainly through its impact on steady state income levels and the effect of age structure is more pronounced in provinces that are more open to market forces. It was also established significant feedback effect of economic growth on demographic behaviour through the mechanisms of birth rates, marriage age and life expectancy.
(Wei, Hao 2010). During recent years, there has been an increasing awareness of the explanatory power of variables in the population age structure concerning regression to economic growth. A new cross-country regression model for the effects of changes in the age structure on economic growth has been estimated. The new model has been used and recent probabilistic demographic forecasts for India to derive the uncertainty of rates for predicted economic growth caused by uncertainty about demographic development (Prskawetz et al. 2007).

Even though the phenomenon of structural change is as old as the very problems of economic development, up to now, the term ‘economics of structural change’ has been practically unknown. The enormous heterogeneity of studies in this area, inherently related to the complexity of the matter, does not lend itself easily to a unified approach, and only recently there have been some attempts, e.g. by Baranzini and Scazzieri in 1990 and Landesmann and Scazzieri in 1996 (Silva, Teixeira 2008) to organize the theoretical approach in a systematic manner. Second, the terms ‘structure’ and ‘structural change’ are widely used in economic research under very different meanings which, in many cases, have no connection with ‘structural change analysis’ (Silva, Teixeira 2008).

As shown in Fig. 1, during the last few decades, more precisely from the late 1980s onwards, there has been a growing interest in structural change analysis. The rising importance of this approach is also related to the establishment, in 1990, of a new journal highly dedicated to the topic — Structural Change and Economic Dynamics.

Publications on the economics of structural change were analyzed in terms of eleven main topics selected on the basis of the undertaken literature review. The selected topics cover (1) development, (2) technical change and innovation, (3) convergence and growth, (4) economic fluctuations, (5) international trade, (6) employment and migrations, (7) industrial dynamics, (8) institutions and policies, (9) regional and urban economics, (10) measurement and methods, (11) environment and sustainability (Silva, Teixeira 2008).

The findings (Fig. 2) reveal that the marked rise in papers aimed at discussing structural change analysis in the more recent period is accompanied by a change in the main topics of the analysis explored. Along with ‘convergence and growth’ that remains the most relevant category throughout the period under study, but which has recently lost ground, there is a notable increase in ‘international trade’, ‘technical change and innovation’ and the topics of analysis the importance of which has been continuously rising and is particularly relevant in more recent years (Silva, Teixeira 2008).

The results of bibliometric research have helped in deriving a picture of the overall evolution of structural change analysis from its ancient roots (1700s–1890s) to the more recent period crossing the chronological dimension and type of research proceeded (appreciative, historical, empirical and formal). Based on the number of citations, Fig. 3 reflects the most influential contributions in the field (e.g., Pasinetti, Leontief, Goodwin, Nelson, Freeman, Dosi, Schumpeter) together with an indication of the main topics of analysis, more significant research clusters (Marxian

---

Fig. 1. The evolution of the relative weight of articles to structural change in the total articles published in Econlit, 1969–2005. Note: The line results from dividing the number of papers on structural change by the total number of papers published in each year in journals indexed in Econlit. Just as a reference, the number of papers published under the heading of ‘structural change’ totalled 1247 between 1969 and 2005, whereas the corresponding number for all areas is 453457 (Silva, Teixeira 2008)
school, new school and development, ‘traverse’, neo-schumpeterian and evolutionary, environment) and links among (clusters of) researchers that are further provided in the following sections. Another source presents, in addition, an illustration of the strategy designed for organizing relevant literature used in the present paper. Following a brief characterization of the earlier foundations of structural change analysis (Section 3), investigation (and discussion) into relatively separate fields of pure theoretical and applied/historical approaches within the realm of structural change analysis is pursued (Sections 4 and 5). Then (Section 6), the analysis of a more recent period marked by a strong rise of interest in the field and a change in the main topics of research is performed (Silva, Teixeira 2008).

Along with a relative deficit of formal work, our analysis also reveals that most contributions put great emphasis on technology-driven growth (although combined with factors such as institutional change and industry dynamics), lacking an appropriate (micro-based) treatment of the demand side. The development of a dynamic theory of demand and its connections with the formal treatment of structural and technological change seems, therefore, to constitute a highly promising avenue for future research (Silva, Teixeira 2008).

German economy is export-oriented, and therefore Germany’s export is primarily based on manufacturing products. As the lion’s share of exports is concentrated in only four manufacturing sectors, we have singled them out as the ‘export core’ and separated it from the rest. Our conjecture was that total as well as sector output and employment are differently affected by structural change in these two manufacturing subsectors where a special interest in their impact on business-related services has been taken (Franke, Kalmbach 2005). To inquire about these questions, an input–output framework has been employed by the authors. One advantage of this approach is that it allowed them to evaluate the role of technological change, at least insofar as it is represented by input–output coefficients. In addition, the influence of increasing import penetration on intermediate demand could be assessed. As a matter of fact, on the basis of the German input–output tables for 1991–2000, both factors were shown to have significant consequences for economic activity. Import penetration had generally negative effects on output while the effects of technological change were mostly positive with the notable exception of the subsector ‘other manufacturing’, for which it turned out to be negative (Franke, Kalmbach 2005).
Technological change had a particularly strong positive impact on business-related services. In the decomposition of the growth rates of the sector output, up to the one-third (for business-related services in a narrow sense) or even almost one half (for business-related services in a broader sense) of the growth of these subsectors could be attributed to economy-wide changes in technological input–output coefficients. This is even more astounding as they grew more than twice as fast as the total economy. As the authors have used commodity-by-commodity input–output tables, the explanation given in literature that outsourcing took place cannot be examined. The reason may therefore be found in an increasing necessity for the production of goods themselves to make the use of new and specialized services to preserve competitiveness. Closer investigation into this issue is, however, beyond the scope of the present input–output tables (Franke, Kalmbach 2005). In the second part of the paper, a series of experiments has been conducted. In the main series, the authors focused on hypothetical consequences when certain features of historical structural changes between 1991 and 2000 were assumed to be limited to one of the manufacturing subsectors while the rest of economic data maintained its base-year values. Several scenarios of such isolated structural change were considered. In the simplest, only the technological coefficients of the chosen sector are permitted to change. The other scenarios include changes in import and export shares and (simple form of) induced investment. Solving respective models for the initial and final years, differences in output and employment can, by construction, be attributed to selected variables (Franke, Kalmbach 2005). For ISC both in the export core and other manufacturing even an elementary technological scenario had a clearly positive effect on the total output. If ISC in the export core additionally takes international trade and induced investment into account, positive effects from the shares of increasing export of this sector markedly dominate negative effects from its increasing import shares. The output growth rates of business-related services more than doubled. In contrast, the same scenario for ISC in other manufacturing affects their output results from the technological scenario only very moderately; nevertheless, this outcome is still better than negative changes in most of other sectors (Franke, Kalmbach 2005). To sum up, business-related services are unambiguous winners from technological change in manufacturing industries on one hand and from the export strength of the parts of German manufacturing on the other. Except perhaps for the sector which ISC is assumed to affect directly, they profit the most (in terms of growth rates). With respect to effects from other features of structural change in the manufacturing sector, business-related services still tend to have an advantage over the majority of other sectors. We emphasize that manufacturing is still a decisive component of German economy. However, it is not a homogeneous sector, but regarding relative weights as well as structural change and its impact on other production sectors, it is useful to distinguish the export core from other manufacturing. Second, it is inappropriate to view the sector of services as a new growth engine. Our analysis revealed that especially the subsector that exhibited by far the highest growth over the 1990s, business-related services, is closely linked to the manufacturing sector and owes a significant portion of its positive performance to the structural change that took place in this part of economy (Franke, Kalmbach 2005).

Figure 3, presented below, shows the prospect of benchmarking industry: transition economies in 2000 and change from pre-transition. Despite the indicated percentage share of employment in industry in most of the countries, the figure shows that the share is assumed to increase along with GDP growth in transition countries during the taken period in the long perspective.

Another contemporary paper has presented a framework for benchmarking structural adjustment in transition economies. A simple model we provide allows us examining both the causes of over-industrialization in centrally planned economies and the pattern of adjustment towards market-based equilibrium during transition. We simulate two channels through which central planning may have led to over-industrialization. These two channels are the preferences of central planners for industrial goods over services and a technological handicap that slowed down the rate of growth in industrial productivity. The results of our simulations suggest that distortion in preferences probably was a more important reason for over-industrialization than the technological handicap (Raiser et al. 2004).

Turning to transition, the prediction of rapid deindustrialization obtained from the analytical framework is strongly borne out by evidence. Adjustment in the accession countries has by no means been faster than in the CIS. One major difference in the pattern of adjustment across the region has been changes in agricultural employment. In the richest transition countries, agriculture has shed employment during transition and is now generally smaller than would be predicted by income levels. This might be explained by a relatively high reservation wage among industrial workers due to the existence of a social safety net and relatively high mobility out of temporary unemployment. Thus, workers in advanced countries have preferred the experience of a spell of unemployment to the return to “the village”. The opposite is true in most CIS countries where such a safety net was not available and many people have been forced back into subsistence farming (EBRD, 1997) (Raiser et al. 2004).

Empirical analysis suggests a number of implications for accession: (1) Structural adjustment in industry is far from complete in all accession candidates. Further downsizing in industry is to be expected in the long run if these countries
are to continue to move towards adopting a market economy industrial structure. The pace of adjustment in industry shows the signs of slowing in a number of countries, however. (2) In agriculture, wealthier and more rapidly reforming accession candidates have continued to reduce the shares of their labour forces in agriculture, and are now actually quite close to what is seen in many EU member states. Agriculture has been a particular problem for EU policy making for many years, and this finding suggests that in the long run the impact of accession countries on this problem may not be as great as might have been feared. (3) A number of accession candidates have shares of employment in non-market-oriented services that are significantly greater than would be expected in market economies of similar incomes with potentially significant implications for the public finances of these countries (Raiser et al. 2004). Turning to the issue of economic development patterns more generally, the paper raises an interesting hypothesis that the patterns of industrialization may change systematically depending on the date of take-off and the distance to the technological leader in the world. While direct empirical tests of this prediction may be difficult, it would seem worthwhile to conduct further research into the matter and draw implications for development strategies. Thus, as industrialization is no longer available as a major outlet for surplus rural labour, the focus of policies might shift towards creating conditions for employment in services (Raiser et al. 2004). The analysis presented in this paper remains incomplete in several important respects. The model is very simple and suffers from restrictive assumptions. As a heuristic device, it is nevertheless quite powerful. More sophisticated theoretical research has begun, however, to integrate economic growth and structural change into a unified analytical framework. Empirically, the derived benchmarks fail to control the effects of economic specialisation in the global market and the availability of natural resources, which may have an important bearing on the allocation of employment. Measures for natural capital across the world have recently been calculated by the World Bank and could be integrated into analysis in future research (for the first attempt see Final). A closer examination of variations in the patterns of adjustment across transition economies would seem promising regarding dynamic implications of large-scale labour reallocation from industry back to agriculture in the CIS in particular (Raiser et al. 2004).

One more paper indicates that Turkish exports are subject to structural changes as Turkey integrates into global production networks. Integration, which leads vertical specialization in production and changes in the commodity composition of Turkish exports in favour of non-traditional commodities, paces up during the periods of an economic reform. As the export shares of non-traditional commodities, which have higher import and income sensitivity but lower real exchange rate elasticity, increases, the coefficients of the aggregate export function change accordingly.

Fig. 3. Benchmarking industry: transition economies in 2000 and change from pre-transition. (B) Benchmarking industry: accession candidates in 2000 and change from pre-transition. (C) Benchmarking industry: CIS economies in 2000 and change from pre-transition (Franke, Kalmbach 2005).
Nevertheless, high import and income elasticity of exports imply that the global growth pattern plays a significant role in determining exports of Turkey (Saygılı, H., Saygılı, M. 2011).

4. Concluding remarks

The following observations could be noticed while scrutinizing economic growth and development theories. The analysis of the theories noticeably conveys the profound basement targeted for country development through production factors and structural change.

The process of sectoral diversification and increasing specialization within economy could be found in an idea that dates back to the oldest development theorists. Structural change models and their representatives provide profound ideas that structural changes are needed for the country targeted to reach self-sustained development. According to those theories, development could be reached only by transferring a traditional agriculture sector to the manufacturing sector and then to the diversified sector of services. Another implication considers common structural change patterns of development showing that each country has to overcome in order to reach sustainable development.

To conclude, even though development and economic growth theories may seem contradictory, each of them put emphasis on specific driving forces or factors of economic development. Nevertheless, the factors of production are limited.

The research paper has raised and verified a hypothesis that factors affecting economic growth at the same time affect economic structures. We claim that differently developed countries experience different effect caused by the impact of similarly selected driving forces of economic growth, which, in turn, differently restructure rather widely discussed economic structures the treatment of which, as a respective composition of industrial sectors, seems to us the most productive from the research point of view, since containing limitations revealed above.
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